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| --- |
| 1. Explain about Nesterov accelerated gradient descent and RMSProp optimizers in details. |
| 1. Explain about dimensionality reduction using Autoencoders with an example. |
| 1. Explain the concept of skip-gram model with an example. |
| 1. You come up with a CNN classifier for 3 classes. For each layer, calculate the output size and number of parameters associated with each layer.  |  |  |  | | --- | --- | --- | | Layer | Activation map size | No of parameters | | input | 128\*128\*3 | 0 | | Conv -5-16 |  |  | | MaxPool-2 |  |  | | Conv-3-32 |  |  | | MaxPool-2 |  |  | | Conv-3-64 |  |  | | MaxPool-2 |  |  | | FC-1(128) |  |  | | FC-2(25) |  |  |   The notation follows the convention:  • CONV-K-N denotes a convolutional layer with N filters, each of them of size K x K. Padding and stride parameters are always 0 and 1 respectively.  • POOL-K indicates a K x K pooling layer with stride K and padding 0.  FC(X) indicates X number of neurons.   1. Write in detail about principal component analysis with an example   6. What are the limitations of the vennila gradient descent algorithm?  (i) Explain the techniques to overcome overfitting in deep neural network models.  (ii) Compare PCA and Auto encoders   1. Consider a CNN with the following layers stacked 1-convolution, 1-activation(ReLu), 1-Avg pooling, 1-flattening and 1-dense layer with 3 neurons and softmax function. Show the processing and output of each layer for the following input data.  |  |  |  |  |  | | --- | --- | --- | --- | --- | | 3 | 3 | 3 | 1 | 0 | | 0 | 0 | 1 | 3 | 1 | | 3 | 1 | 2 | 2 | 3 | | 2 | 0 | 0 | 2 | 2 | | 2 | 0 | 0 | 0 | 1 |   Kernel filter 3\*3   |  |  |  | | --- | --- | --- | | 0 | 1 | 2 | | -1 | 2 | 0 | | 0 | -1 | 2 |  1. Write in detail about AlexNet and Google Net with their architectures and highlight the difference between them. 2. Explain how the following concepts help to overcome overfitting. (a)L2 regularization (b)Data augmentation 3. What is dimensionality deduction? Illustrate the concept of SVD. 4. Calculate CNN operation using below 5. Using 5\*5 input data calculate using kernel filter  |  |  |  |  |  | | --- | --- | --- | --- | --- | | 3 | 3 | 3 | 1 | 0 | | 0 | 0 | 1 | 3 | 1 | | 3 | 1 | 2 | 2 | 3 | | 2 | 0 | 0 | 2 | 2 | | 2 | 0 | 0 | 0 | 1 |   Kernel filter 3\*3   |  |  |  | | --- | --- | --- | | 0 | 1 | 2 | | 2 | 2 | 0 | | 0 | 1 | 2 |   12. Use input to calculate below operation in CNN  1)stride  2)padding  3)max pooling  4)avg pooling   1. (i)What are the limitations of vanilla gradient descent learning algorithm?   (ii)How can you overcome the same by the following optimization techniques? Detail the theory and formulas for each optimization technique in detail?  (1)Adagrad  (2)Nestrov  (3)Adam  13 Explain four concepts that help to overcome **overfitting** in deep neural networks? Explain each of them in detail with neat diagram  14 Explain the intuition behind Resnet and detail the architecture with a neat diagram  15. You come up with a CNN classifier for 3 classes. For each layer, calculate the number of weights, number of biases and the size of the associated feature maps.  Explain in detail with proper steps and calculations:   |  |  |  |  | | --- | --- | --- | --- | | Layer | Activation map | No of weights | No of biases | | input | 256\*256\*3 | 0 | 0 | | Conv -9-32 |  |  |  | | Pool-2 |  |  |  | | Conv-5-64 |  |  |  | | Pool-2 |  |  |  | | Conv-5-64 |  |  |  | | Pool-2 |  |  |  | | FC-1 |  |  |  | | FC-2 |  |  |  |   The notation follows the convention:  • CONV-K-N denotes a convolutional layer with N  filters, each of them of size K x K.Padding and stride parameters are always 0 and 1 respectively.  • POOL-K indicates a K x K pooling layer with stride K and padding 0.  Given an input RGB image of size 32X32, a convolution with 8 3x3 filters are applied. Stride and padding of convolution is 1 and 2 respectively. What is the size of output feature map?  Write the algorithm for a “Mini-batch gradient descent algorithm” |